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Abstract

The organizational architecture of the multi-agent systems and the structure of social knowledge that the members of the community
administer are critical factors for assuring such patterns of information exchange that keep agents private knowledge confidential. In this
paper we will introduce the concept of agents’ private and semi-private knowledge and we will explain the difference between the alliance

– a semi-permanent organizational structure and a coalition – a goal-oriented, non-permanent organizational structure. We will provide
the reader with an analysis on how does the agents’ social knowledge, stored in the tri-base acquaintance model, contributes to permanent
confidentiality of agents’ private knowledge, preferences, decision making models, resources, etc. The study has been experimentally ver-
ified in the domain of planning for humanitarian relief operations within a high number of hardly collaborating and vaguely linked non-
governmental organizations is a challenging problem.
� 2006 Elsevier B.V. All rights reserved.
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1. Domain settings

The application domain of this research belongs to the
area of war avoidance operations such as peace-keeping,
peace-enforcing, non-combat evacuation or disaster relief
operations. Unlike in classical war operations, where the
technology of decision making is strictly hierarchical, oper-

ations other than war (OOTW) are very likely to be based
on cooperation of a number of different, quasi-volunteered,
vaguely organized groups of people, non-governmental
organizations (NGO’s), institutions providing humanitari-
an aid, but also army troops and official governmental
initiatives.

Collaborative, unlike hierarchical, approach to opera-
tion planning allows greater deal of flexibility and dynam-
ics in grouping optimal parties playing an active role in the
operation. New entities shall be free to join autonomously
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and involve themselves in planning with respect to their
capabilities. Therefore any organization framework must
be essentially ‘‘open’’. OOTW have, according to [20], mul-
tiple perspective on plan evaluation as there does not need
to be one shared goal or a single metrics of the operation
(such as political, economical, and humanitarian). From
the same reason, the goals of entities involved in a possible
coalition may be in conflict. Even if the community mem-
bers share the same goal, it can be easily misunderstood
due to different cultural backgrounds.

The main reason why we can hardly plan operations
involving different NGO’s by a central authority results
from their reluctance to provide information about their
intentions, goals and resources. Consequently, besides dif-
ficulties related to planning and negotiation we have to face
the problems how to assure sharing the detailed informa-
tion. Many institutions will be ready to share resources
and information within some well-specified community,
whereas they will refuse to register their full capabilities
and plans with a central planning system and to follow cen-
tralized commands. They may agree to participate in exe-
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cuting a plan, in forming of which they played an active
role. In our interpretation, an agent is a complex,
organized entity (representing a NGO, humanitarian
organization, army troop, etc.) playing an active role in
the OOTW planning. A multi-agent system consists of a
number of agents that group themselves in various, tempo-
rary coalitions (each solving a specific mission/part of the
mission).

The main ambition of our research has been to analyze
the problem of OOTW coalition formation and to propose
a novel approach that would (i) make the coalition forma-
tion process simpler in comparison to the ‘‘classical’’ meth-
ods, and thus more efficient and (ii) at the same time
maintain confidentiality of the private information. In
our case, we decided to sacrifice the total optimality of
the formed coalitions as we found this is not the most
important aspect in the OOTW planning. We have suggest-
ed a concept of alliances – a set of agents that agreed to
share some of their private information and to cooperate
eventually. The coalition formation complexity is reduced
by splitting the whole community of agents into disjunctive
alliances and by the attempts to create a coalition prefera-
bly within the single alliance. Agents within a single alli-
ance share social knowledge, that is stored in the
acquaintance models of the individual agents. Knowledge
sharing and structuring the OOTW community in the alli-
ances allows implementation of a coalition formation sys-
tem with the following key functionality aspects:

• minimizes required communication traffic which influ-
ences the problem solving efficiency,

• keeps the quality of the coalition ‘reasonably good’ (e.g.,
the delivery time per task),

• minimizes the loss of agents’ private information (e.g.,
about services resources, intention), when negotiating
the mission

• minimize the amount of shared information – information
that the agents decided to make available to others in
order to plan an optimal mission.

The developed approach has been tested on the CPlanT
multi-agent system implementation (see Section 6) [11].

1.1. Structure of the paper

In the following, the theoretical concept of agents’
neighborhood (Section 2.1) and knowledge sharing (2.2)
will be presented in order to provide definition of an alli-
ance, a coalition and a team action plan (2.5) and set the
problem of knowledge disclosure 2.4. Section 3 explains
the concept of an acquaintance model and social knowl-
edge and its application for inter-agent communication.
Section 5 describes computational processes in the
CPlanT multi-agent system. Section 7 provides a brief
review of coalition formation approaches and their com-
parison with the knowledge-based approach studied in
this paper.
2. Preliminaries

2.1. Agent’s neighborhood

Each agent may participate in one alliance of ‘friendly’
agents and at the same time it may be actively involved in
several coalitions of agents cooperating in fulfilling specif-
ic shared tasks. Computational and communication com-
plexity of forming such a coalition depends on the
amount of pre-prepared information the agents adminis-
ter one about the other and on sophistication of the
agents’ capability to reason about the other agents’
resources, plans and intentions. The agents can allow oth-
ers to reason about them and at the same time they can
reason differently about the agents that belong to their
different scopes of reasoning – neighborhood. Therefore,
we distinguish among several types of agents’
neighborhoods:

• a (A) – agent’s total neighborhood, a set of all agents that
the agent A is aware of (e.g., knows about their existence
and is able to communicate with them)

• l (A) – agent’s social (monitoring) neighborhood that
is a set of agents, which the agent A keeps specific
information about (e.g., services they provide, status,
load, etc.). This neighborhood consists of the set of
the agents that the agent A reasons about �l+(A)
and the set the agents that reason about the agent
A � l�(A). Therefore

8B 2 l�ðAÞ : A 2 lþðBÞ. ð1Þ
• e (A) – agent’s cooperation neighborhood that is a set of

agents jointly collaborating (or committed to collabora-
tion) in achieving one or more shared goals.

We assume that each agent belongs to its neighbor-
hoods: "A 2 H : A 2 a (A) � A 2 l (A) � A 2 e (A).

2.2. Knowledge sharing

In order to reason one about the other, the agents must
share some of their knowledge. Let us introduce the oper-
ator (Bel Au) that expresses the agent’s A awareness of the
formula u being true [21]. We say that the agent A0 inten-
tionally shares its knowledge Kd (A0) within a set of agents
d ˝ H (A0 2 d) provided that:

KdðA0Þ ¼ fujðBel A0uÞ ^ 8Ai 2 d :

ðBel A0ðBel AiuÞÞ ^ 8Bi 62 d : ðBel A0:ðBel BiuÞÞg.
ð2Þ

From the previous follows, that if an agent B knows
some of the shared information without the agent A0

being aware of this fact, the agent B is not regarded as
a member of the d (A0) set of agents, representing A00s
knowledge sharing neighborhood. According to this clas-
sification, we suggest three levels of the agent’s knowledge
sharing:
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• Public knowledge is shared within the entire multi-agent
community. If it is assumed that all the agents know one
about the other (i.e., "A, A 2 H : a (A) = H), public
knowledge Kp (A0) of an agent A0 is defined as

KpðA0Þ ¼ KdðA0Þ; where d ¼ aðA0Þ. ð3Þ
This class of knowledge is freely accessible within the
community. As public knowledge we understand the
agent’s name, the type of the organization the agent rep-
resents, the general objectives of the agent’s activity, the
country where the agent is registered, agent’s human–
human contact (telephone, fax number, email), the hu-
man–agent type of contact (http address), the agent–
agent type of contact (the IP address, incoming port,
ACL) and, finally, available services.

• Semi-private knowledge is shared within agents’ social
neighborhoods. Semi-private knowledge Ks (A0) of an
agent A0 is defined as

KsðA0Þ ¼ KdðA0Þ; where d ¼ lðA0Þ. ð4Þ
As in the OOTW domain, we do not assume the knowl-
edge to be shared within the overlapping alliances, we
will require the social neighborhood to fulfill the proper-
ty of completeness: "A 2 H : l�(A) = l+(A) = l (A).
Members of a social neighborhood share information
about availability of their resources.

• Private knowledge is owned and administered by the
agent itself. Private knowledge Kp (A0) of an agent A0

is defined as

KprðA0Þ ¼ KdðA0Þ; where d ¼ ðA0Þ. ð5Þ
An important type of private knowledge includes agent’s
collaboration preferences, alliance restrictions, coalition
leader restrictions and possible next restrictions, but also
agent’s planning and scheduling algorithms.

This concept can be generalized for multiple levels of
knowledge semi-privateness. There may be different d neigh-
borhoods (and thus alliances) for each piece of knowledge
that the agent is aware of. The question is how these alliances
would be formed. One option is to assign an index to the set
denoting agents semi-private knowledge �Ki

sðA0Þ, where
K0

s ðA0Þ ¼ KpðA0Þ. We would obviously require that

KpðA0Þ ¼ K0
s ðA0Þ � K1

s ðA0Þ � � � � � Kn
s ðA0Þ ¼ KprðA0Þ. ð6Þ
Fig. 1. Example of an intentional knowledge disclosure – implemented by
an inform communicative act. The agent hr-provider-003@cplant
: 1099/JADE provides the agent hr-provider-002@cplant@mas0
: 1099/JADE with information about availability of 10 instances of its
2.3. Knowing the same thing

Agents may not only to share knowledge intentionally
but very often it happens that a collection of agents knows
the same thing without being aware of this fact. Therefore,
we need to introduce another knowledge structure Rd,
denoting a set of true formulae that are known by all
agents, members of the environment d:

RdðA0Þ ¼ fuj8Ai 2 d : ðBel AiuÞ ^ 8Bi 62 d : ð:Bel BiuÞg.

ð7Þ
In the following we shall see how these constructs are
used in the agents’ private and semi-private knowledge
disclosure.

2.4. Disclosure of private and semi-private knowledge

Measuring the loss of information, that the agents may
want to keep private, is an uneasy task. The revealed piece
of information has got different value to agents with differ-
ent meta-reasoning capabilities [9]. In order to vaguely cat-
egorize various types of information leaks, let us
distinguish between two different types of leaks:

• unintentional knowledge disclosure (uKD) – If an agent
looses the private knowledge by deliberately disclosing
some of its knowledge to other agents (e.g., when send-
ing an inform-type message).

• intentional knowledge disclosure (iKD) – if an agent loos-
es some type of private (or semi-private) knowledge as a
side effect of some proactive step (such as sending a
request-type message) (see Figs. 1 and 2).

In situation calculus, we may define an action iKDn(A0,
u) – agent’s A0 intentional disclosure of the formula u in
an environment n as:

result (iKDn(A0, u), s0) = s1, where
$d : u 2 Kd (A0) is true in the situation s0 and
$d 0 : d 0 = d [ n � u 2 Kd (A0) is true in the situation s1

Now, we may define an action uKDn(A0, u) – agent’s A0

unintentional disclosure of the formula u in an environ-
ment n as:

result (uKDn(A0, u), s0) = s1, where
$d : u 2 Rd(A0) is true in the situation s0 and
$d 0: d 0 = d [ n � u 2 Rd(A0) is true in the situation s1

Unlike in the case of iKD, the knowledge structure
resulting from uKD has no direct relation to the agent
medical-assistant-type of resources in the specific time.



Fig. 2. Example of an unintentional knowledge disclosure – implemented
by a cfp – call-for-proposal communicative act. The agent hr-
provider-002@cplant : 1099/JADE initiates a contract-net-proto-
col (explained in Section 4.1) by sending a call for proposals to several
agents. The agent hr-provider-003@cplant@mas0 : 1099/JADE

replies with a proposal to deliver 10 instances of its medical-assis-
tant-type of resources in the specific time.
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A0. While in the case of the shared knowledge, the agent A0

is expected to be aware of the fact that the knowledge of
the formula u is shared, in the case of uKD the agent A0

may only reconstruct the n part of the d 0 environment
and the neighborhood of d is unknown.

There are many different ways how one can measure the
amounts of disclosed knowledge in the coalition formation
process. We are interested in the amount of knowledge the
others know about the given agent. Let us first analyze
intentional knowledge disclosure. One possible way is a size
of the part of the agent’s social neighborhood �|l (A)+|.
Another alternative is to measure the size of the agent’s
semi-private knowledge, the knowledge shared within the
alliance �|Ks (A)|. Neither of these measures captures well
the fact that there may be different agents in l (A)+ knows
different things from Ks (A). Under an assumption that an
agent sends a single piece of information in one message,
we may measure the amount of the communicated
inform-type of messages. In the case of unintentional
knowledge disclosure we will be measuring the amount of
propose and request-type of messages that were sent
outside of the agent’s social neighborhood.

2.5. Alliance, coalition, team action plan

In the subject domain, we will understand as the multi-
agent community H the whole collection of agents partici-
pating in the above-described OOTW (quasi-volunteered,
vaguely organized groups of people, non-governmental
organizations, institutions providing humanitarian aid,
army troops or official governmental initiatives). We will
introduce the concept of an alliance as a collection of
agents that share information about their resources and
all agree to form possible coalitions. The alliance is regard-
ed as a long-term cooperation agreement among the
agents. Members of an alliance will all belong to one oth-
ers’ social neighborhood. We define the alliance as follows:

Definition 1. h is divided into alliances k = {kj}, so that:

(i) "A 2 H $ kj 2 k : A 2 kj,
(ii) "kj 2 k"A 2 kj : kj = l (A).

For an alliance to be well formed, it is necessary that:
"A 2 H Ai 2 l (A) : l (A) = l (Aj). In the rest of the docu-
ment we will refer to this property as reciprocal knowledge

sharing.
A singleton agent is regarded as an alliance with just one

member. From the requirements for the reciprocal knowl-
edge sharing within an alliance follows that

8kj 2 k 8A 2 kj : kj ¼ lðAÞ. ð8Þ
Therefore, an important property – alliance exclusivity –

of an alliance is that it cannot overlap with another
alliance:

8k1; k2 � H : ð9A : A 2 k1 ^ A 2 k2Þ ) k1 � k2. ð9Þ

Let us define a coalition as a set of agents, which agreed
to fulfill a single, well-specified goal. Coalition members
committed themselves to collaborate on the within-coali-
tion-shared goal. Under the assumption "A 2 H : A 2 e (A)
we define coalition as follows:

Definition 2. A coalition achieving jointly a goal s is a set
of agents

v (s) ˝ H, so that: "A 2 v (s) : v (s) ˝ e (A).

Let us introduce a set e (A,s) that is an agent collabora-
tion neighborhood with respect to a single shared goal s.
Then

eðAÞ ¼
[

s

eðA;sÞ; and 8vðsÞ �H : 8A2 vðsÞ : vðsÞ ¼ eðA;sÞ.

ð10Þ
A coalition, unlike an alliance, is usually regarded as a

short-term agreement between collaborative agents. As
we will see in Section 6, it is better for a coalition to be a
subset of one alliance, but it is not an inevitable condition.
A coalition can consist of agents who are members of dif-
ferent alliances.

Another term that we have to introduce is a team action

plan. In planning humanitarian relief operations, similarly
as in the case of any other collaborative action planning,
the agents must agree on how they will achieve the goal
s. The team action plan is thus a decomposition of a goal
s into a set of tasks {si}. The tasks will be delegated within
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the coalition members. Apart from the responsible agent,
each task shall be denoted by its due time, start time, and
price. Provided that an agent Aj is responsible for imple-
menting the task si (where s = {si}) in time due(si), starting
at start(si) for the price price(si), we define the team action
plan as follows:

Definition 3. A team action plan p (s) is a set
p (s) = {si, Aj, start(si), due(si), price(si)}.

We say that the team action plan p (s) is correct if all the
collaborators Aj are able to implement the task si in the giv-
en time and for the given price. The team action plan p (s)
is accepted if all agents Aj get committed to implementing
the task si in the given time and for the given price. Simi-
larly, we say about the goal s to be achievable, if there exists
such p (s) that is correct. The goal s is said to be planned, if
there exists p (s) that is accepted. Obviously, there is an
important relation between the team action plan and the
coalition. We say that a coalition v (s) achieves a goal s
by implementing a team action plan p (s) if and only if
v (s) = {Aj} and p (s) is correct and accepted.

3. Agents’ acquaintance model

Let us very briefly introduce the concept of agent’s
social intelligence and acquaintance models. Apart from
its problem-solving knowledge that guides agent’s autono-
mous local decision making processes (such as coalition
formation, or team action planning), the agents usually
exploit social knowledge that expresses the other agent’s
behavioral patterns, their capabilities, load, experiences,
resources, commitments, knowledge describing conversa-
tions or negotiation scenarios [8]. This knowledge is usually
stored separately from the agents’ computational core – in
an agent’s acquaintance model. There have been investigat-
ed several acquaintance models previously. Based on the
tri-base acquaintance model [10], where the social knowl-
edge was administrated in three bases (task-base, coopera-

tor-base, state-base) the social knowledge in CPlanT is
organized in four separate knowledge structures (see
Fig. 3):

• community-base (Com-BB) – which is a collection of the
community members’ public knowledge

Com-BBðA0Þ ¼
[

Ai¼aðAiÞ
KpðAiÞ; ð11Þ
Fig. 3. Structure of the CPlanT acquaintance model.
• self-belief-base (Self-BB) – where the agent’s reflective
knowledge about itself is located; here the agent stores
its public knowledge that is accessible to anyone, its
semi-private knowledge that is shared within the alliance
and its private knowledge that is not shared by anyone

Self-BBðA0Þ ¼ KpðA0Þ [ KS ðA0Þ [ KprðA0Þ; ð12Þ
• social-belief-base (Soc-BB) – where the agent stores the

semi-private knowledge of its peer alliance members

Soc-BBðA0Þ ¼
[

Ai¼lðAiÞ
KsðAiÞ. ð13Þ

• coalition-base (Coal-BB) – which is a dynamic collection
of the peer coalition members, the past and possible
future coalitions as much as permanent coalition-forma-
tion rules.1

See Fig. 4 for an example of the content of an acquain-
tance model in the OOTW scenario.

Exploitation of the acquaintance model reduces commu-
nication traffic required for collaborative activity planning.
In principle, the social knowledge substantially reduces the
set of agents (ideally to one) that will be requested by the
coordinating agent in the CNP process [17]. An important
flaw of this approach is rooted in high requirements for the
social model maintenance. The social knowledge mainte-
nance may be driven either by the owner of the acquain-
tance model (the coordinator) or by those which are
represented in the model – hence service providers (collab-
orators). We refer to the former strategy as the requestor-

driven knowledge maintenance and to the latter strategy
as the provider-driven knowledge maintenance. As an
example of a requestor-driven strategy there is the concept
of periodical revisions [7] where the knowledge owner peri-
odically checks consistency of the model with the potential
collaborators. In other systems, there has been a coopera-

tion trader [2] type of agent, which was in charge of main-
taining the agents social knowledge. As explained in
Section 8 we have adopted the provider-driven knowledge
maintenance in CPlanT.

4. Inter-agent communication

Before explaining the lifecycle of the system let us com-
ment the main communication techniques that have been
used in CPlanT: central communication agent, contract
net protocol, and acquaintance model based contraction.
We have tried to minimize the role of the central commu-
nication component, as it is an important communication
bottleneck of the system operation and a center where
1 The coalition-formation rules are instances of the agent’s problem-
solving knowledge, while the information about the coalition members,
past and future coalitions are instances of the social knowledge. Therefore
the coalition base belongs in part to the acquaintance model and to the
agent’s body.



Fig. 4. Instance of an agent’s acquaintance model.
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the agents’ private knowledge may be sniffed (see Section
5).

4.1. Contract net protocol

The CPlanT implementation relied heavily on the con-

tract net protocol (CNP) negotiation scenario [17]. Any
agent can initiate the coalition formation process (hereafter
we refer to this agent as a coalition coordinator) by request-
ing some agents in the community (collaborators) for spe-
cific services (see Fig. 5). Upon receiving proposals for
collaboration, the coordinator carries out a computational
process by which it selects the best possible collaborator(s).
The coalition planning process can also be multi-staged.
Such an approach requires substantial computational
resources and fails in complex communities. For each sin-
gle-staged CNP within a community of n agents, it is need-
ed to send 2(n + 1) messages in the worst case.

At the same time many agents may not want to enter the
CNP negotiation, as they would not wish to undertake the
risk of disclosing their private knowledge.

4.2. Acquaintance model based contraction

The alternative communication strategy to CNP is based
on exploitation of the agents’ social knowledge. A coalition
coordinator subscribes (by sending a subscribe-type of
message) the potential collaborators for specific services
they may want to exploit in the future (see Fig. 6). Upon
a change in the collaborators’ capabilities, they provide
the coordinator with an update in the form of an
inform-type of message. When the coordinator triggers
the coalition formation phase, it parses the prepared ser-
vice offers and selects the best collaborator(s) without any
further negotiation. The coordinator sends a request, the
collaborator updates its resources and confirms the con-
tract. Any change in collaborator resources is advertised
to all coordinators which subscribed the collaborator (see
Fig. 4).

If there is a single event in the community H that affects
all the agents (n = |H|) and all the agents are mutually sub-
scribed, then in the worst case there is (n(n � 1)) messages
required for the social knowledge maintenance on this
event. However, this is rarely the case. Agents never sub-
scribe all each other (we could easily use a central commu-
nication component instead).

5. CPlanT operation lifecycle

The CPlanT multi-agent system operates in four sepa-
rate phases: registration for agents’ login/logout to/from
the community, alliance formation for forming of alliances,
coalition formation for finding a group of agents which can
fulfill a well-specified task and team action planning for



Fig. 5. Contraction based on a single-staged contract net protocol.

Fig. 6. Contraction based on acquaintance model exploitation.

M. Pěchouček et al. / Knowledge-Based Systems 19 (2006) 259–271 265
resource allocation within the specific coalition. In the fol-
lowing, we will comment each of the phases.

5.1. Registration

Throughout the registration phase, a new-coming agent
registers within the multi-agent community. This agent reg-
isters its public knowledge with the special central registra-
tion agent – the facilitator. Subsequently, the facilitator
informs all the already existing agents about the new agent,
and it also informs the new agent about all existing agents.
Similarly, the agents can deregister with the facilitator. Any
registered agent stores the public knowledge about all
members of its total neighborhood a (A) in the Com-
BB(A) base of its acquaintance model. We have used the
central communication unit – facilitator in the registration
phase only. As the agents register just their public knowl-
edge, we do not breach the requirements for confidentiality
of the private information.
5.2. Alliance formation

In this phase, which follows the registration process, the
agents analyze the information they have about the mem-
bers of the multi-agent system and make an attempt to
form alliances. In principle, each agent is expected to com-
pare its own private knowledge (i.e., alliance formation
restrictions) with the public knowledge about the possible
alliance members (i.e., type of the organization, its objec-
tives, country of origin, etc.). Had the agent detected a pos-
sible future collaborator, the agent would propose joining
the alliance. Throughout the negotiation process, the agent
either chooses the best alliance according its collaboration
preferences of agents into already existing alliances. Failing
to do so, an agent may start a new alliance by itself.

According to their preferences in Self-BB and communi-
ty public knowledge in Com-BB, the agents carry out a
selective contract net protocol process during this phase.
The quality of an alliance is understood in terms of maxi-
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mizing the individual agent’s contribution to the alliance
(i.e., covering the biggest amount of services that the other
members of the alliance cannot implement).

It is important to note that this process does not give us
any guarantee for optimality of the alliance allocation.
Each agent will join the most profitable alliance with
respect to existing alliance configuration. With changing
the order of agents’ registration with the alliance, the for-
mation algorithm will come up with different alliances.

Each agent undertakes intentional knowledge disclosure
when forming an alliance. At this moment the agent’s semi-
private knowledge gets disclosed within the alliance mem-
bers. For an action iKDn(A0,u), the resulting environment
d 0 = k, provided A0 = k in the situation s1. In the case that
the agent A0 is joining an alliance k, it sends an inform-
type of a message to all the agents who are already mem-
bers of the respective alliance. In the situation s0 it is true
that d = {A0}, and n = k. If another agent Ak joins the alli-
ance k in a later situation sk (which is when d = k and
n = Ak) the agent A0 discloses its semi-private knowledge
to the agent Ak. This results in the knowledge sharing
neighborhood d 0 = k [ {Ak}.

5.3. Coalition leader selection

Unlike the previous phases that got are implemented in
the initialization phase of the community, starting from the
coalition leader selection phase we will be talking about an
activity of the community that is a reaction to a single,
well-specified task that needs to be accomplished. Both,
the CNP technique and the acquaintance model have been
used in the coalition leader selection and coalition forma-
tion process.

In the first place, there is a problem of selecting the best
coalition coordinator C who will be in charge of forming
the respective coalition. As already mentioned we wanted
to avoid centrality in this phase. Any agent who will be
notified about the request for help can participate in a spe-
cific process that we call the coalition coordinator competi-

tion. In the CPlanT system the agents have subscribed
the geographical map for update. Such an update repre-
sents a particular call for help. Agents use their private
knowledge in order to decide whether they will try to chal-
lenge others. Those who will, they parse their acquaintance
models in order to evaluate coverage (in percents, and in
delivery time) of the request by all their alliance members.
This bid is broadcasted to all other competitors. Those who
can provide better coverage or provide the delivery faster,
counter-propose with a copy to all others. Provided that
each agent proposed a different proposal, there is always
one who did not get any counter-proposal and the others
got at least one counter-proposal. The one who did not
get any counter-proposal is then autonomously selected
to be a coalition leader. The same functionality (with sub-
stantial less communication and computation overheads)
can be achieved by a contract-net-protocol organized by
an agent who takes care about the map.
5.4. Coalition formation

First, let us talk about the coalition formation process
within a single alliance. The coordinator, parses its social
neighborhood l (A) and detects the set of the most suitable
collaborators (cooperation neighborhood) – e (A,s). Upon
an approval from each of the suggested agents, the respec-
tive coalition v (s) = e (A,s) is to be formed. Maintaining
the agents’ social neighborhood will save an important part
of agent’s interaction in the period of coalition formation.
Agents will not need to broadcast a call for collaboration
each time they will be required to accomplish a task.
Instead, they will consult this pre-prepared knowledge
and will contract the agent of which they knew it is the best
to work with. The coordinator optimizes the quality of a

coalition by seeking the coalitions that would contribute
the most and in the shortest possible time. When the coali-
tion is formed within a single alliance only neither private
nor semi-private knowledge is disclosed.

However sometimes an alliance fails to form an appro-
priate coalition. The coordinator, who failed to form a coa-
lition within one alliance, negotiates the proposal for
collaboration by classical CNP with the agents from its
total neighborhood a (A0). This is the moment when the
coordinator may initiate unintentional disclosure of pri-
vate/semi-private knowledge. Once the agent C from an
alliance k initiates a contract-net-protocol by sending a
request for proposals for delivering a service s to the agents
{A1,A2, . . . ,An} = n, the agent C reveals the information
about the intent (e.g., C has an intention to do something
that requires s) and information about agent’s C capabili-
ties (e.g., C cannot do s). The environment d is expected to
be empty before starting the CNP. Generally, the agent C

discloses its private knowledge, therefore it should be irrel-
evant whether this interaction takes place within one alli-
ance or across the alliances. In the CPlanT system
however, the contract-net-protocol is executed only across
the alliances, as the alliance members have got the social
knowledge about other the peer agents’ capabilities.
Instead of the CNP, the subscribe-inform social
knowledge maintenance mechanism can be used. A propos-
al for collaboration from an agent An from an alliance kn

reveals the information about agent’s An capabilities (such
as An can implement s in time t1). As any agent An acts on
behalf of the alliance kn, this type of knowledge disclosure
representing the loss of information about capabilities of
the entire alliance has been reduced.

5.5. Team action planning

Once a coalition is formed, the agents share a joint com-
mitment to achieve the goal s. Within this phase, a team of
collaborative agents jointly creates a team action plan p (s).
The team action plan, that is a result of the coalition plan-
ning activity, is a joint commitment structure that defines
exactly how each team member will contribute to achieving
the shared goal (amount of resources, deadlines, etc.). The
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coordinator is supposed to (i) decompose a goal s into sub-
tasks {si} and (ii) allocate the subtasks within the already
formed coalition v (s). There may be many achievable team
action plans p (s). The coordinator seeks for the cheapest or
the fastest possible plan.

As there is no semi-private knowledge shared in between
the alliances, the agents from different alliances coordinate
their activities by means of the contract net protocol. The
intra-alliance team action planning mechanism is not the
pure acquaintance model contraction, where the team
action plan would result from the coalition leader deliber-
ation process followed by a contract. All coalition members
construct the precise team action plan collaboratively.

The collaborators advertise their services in the most
informative while efficient form. Therefore the coordina-
tor’s acquaintance model stores the social knowledge that
is imprecise, but very compact and efficient to parse.
According to this social knowledge, the coordinator sug-
gests the most optimal request decomposition and resource
allocation p (s) and transforms it into a contract proposal.
This proposal is sent to the other coalition members, which
reply with a specific collaboration proposal. However, the
coordinator may find this proposal to be different than
expected owing to the fact that the approximate informa-
tion provided by the collaborator was too imprecise.
Instead of agreeing upon a joint commitment for this
sub-optimal team action plan, the coordinator adapts the
conflicting social knowledge and fires another round of
negotiation. With each further negotiation stage, the team
action plan should be closer to the optimal team action
plan. This process is to be iterated until there is no conflict
in the expected capacity of the collaborators and the pro-
posed delivery.

6. Implementation and testing

6.1. Implementation

Verifying applicability of the CPlanT required a well-de-
fined, formal, but realistic enough scenario that can repre-
sent, model and initiate all aspects of agents’ non-trivial
behavior. The above specified principles and ideas have
been tested and implemented on a subset of the OOTW
types of operations – humanitarian relief operations. For
this purpose we designed and implemented a hypothetical
humanitarian scenario Sufferterra representing a suffering
island and several imaginary countries ready to help. The
Sufferterra scenario was inspired by [20,12,13]. The scenar-
io knowledge has been encoded in XML and the computa-
tional model of the scenario has been implemented in
Allegro Common Lisp.

The geographical-agents (g-agents) specify the physi-
cal arrangements of the geographical objects and the
resources they provide. The problem specification does
not distinguish the level of modeling granularity, i.e., each
physical object may be implemented as a g-agent or several
physical objects can make together a g-agent. For the test-
ing purposes we have implemented a single g-agent that
represents the entire map of the area. The ‘‘call-for-help’’
functionality that specifies a particular disaster (‘‘volca-
nic’’, ‘‘hurricane’’, ‘‘flood’’, ‘‘earthquake’’), the degree of
disaster (1, . . . , 9) and location has been integrated within
the g-agent. The humanitarian-agents (h-agents) sub-
scribe the g-agent for specific information.

CPlanT has been successfully tested on the Sufferterra
humanitarian relief scenario [11]. The implementation is
complemented by a visualizing meta-agent, which is imple-
mented in Java. This meta-agent views the logical structure
of the system e.g., alliances, coalitions, team action plans,
and other properties of the community. There is a separate
visualization for communication traffic monitoring. This
component, that is not an agent, but rather a part of the
multi-agent platform, serves mainly to debugging purposes.
The community can be viewed and the requests can be sent
from the web server via classical Internet browsers and
from the WAP phones interface as well.

6.2. Experiments, testing

Several different objectives were followed within the
frame of the experiments: to evaluate the communication
and computation requirements, quality of the solution pro-
vided and the degree of disclosure of private and semi-pri-
vate knowledge.

6.2.1. Communication traffic

An important part of the agent deliberation process has
been decomposed into the inter-agent negotiation process.
This is why we have concentrated our attention primarily
to savings of the communication traffic in the entire system.
The communication traffic has been observed in different
architecture arrangements of the community (e.g., different
number of alliances) and for different complexity of the
tasks sent to the community (e.g., different number of con-
tracts). Having 20 agents we have experimented with the
sample of all agents in one alliance, with agents clustered
into 2, 4, 7, and 20 alliances. All the experiments have been
carried out on the set of 19 experiments for each of the
community arrangement. From the definition of the com-
munity lifecycle (see Section 5) follows that the latter case
("A : l (A) = ;) does not exploit any advantages of the
acquaintance model contraction and the community
behaves such as no social knowledge is administered and
used. An important part of the communication traffic is
carried out in the critical time – i.e., in the moment when
the system is requested to provide a plan. By exploiting
social knowledge that has been prepared in advance, we
aimed at minimizing communication traffic in this moment.
The cost we have paid for this was the increased communi-
cation traffic in the idle times of the community operation.
In the idle times, the agents are busy with maintaining the
social knowledge stored in their acquaintance models. The
communication traffic grows with the increasing number of
alliances as each alliance member stores a more volumi-



Fig. 7. Sufferterra – subject of humanitarian operations.

Fig. 8. Communication traffic in communities with different number of
alliances. The light bar depicts the maintenance messages, while the dark
bar illustrates the overall communication in the system.
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nous acquaintance model and it searches for a coalition by
parsing the acquaintance model only.

From the graph in Fig. 7 we can see that with an increas-
ing number of alliances (and a decreasing average number
of alliance members) we reduce the communication
requirements for maintenance of the model. The most of
the communication in the critical time (the difference
between dark and light bars in the graph) we save in the
case of just one huge alliance. The optimal arrangement
of the community was identified in the case of four allianc-
es. However, it is not possible to define an optimal system
structure because the agents cannot predict future tasks
and the number of agents required for implementing these
tasks. It is clear that for tasks requiring low number of
agents, we will prefer small alliances while for the task
requiring many agents, larger alliances will be preferred.
Thus, the optimal size of a coalition is given by the nature
of the tasks/goals under consideration.

6.2.2. Evaluation of quality of the coalition
The evaluation of quality of the formed coalition is an

important aspect in any coalition formation research. In
the Sufferterra scenario, there are two key attributes that
influencea the coalition value: (i) success rate – how many
of the requested resources the coalition provides and (ii)
delivery time – by when the coalition delivered the resources
to the requestor. Experiments did not give any pieces of
evidence to conclude any dependency between the success
rate of the coalition and the used communication mecha-
nism. However, with an increasing number of alliances,
the overall delivery time is kept increasing due to addition-
al costs of coordination among the alliances.

6.2.3. Knowledge disclosure

The key challenge has been minimization of both the
private and semi-private knowledge disclosures. Once the
private information has been identified by another agent,
this agent finds about the intent of the respective agent.
As already noted, this very often happens when an alliance
fails to plan all the requests and starts a contract net pro-
tocol process within members of the other alliances. Those,
who will not be awarded the contract, know that the coor-
dinator intends to operate in a mission and that it needs the
resources requested.

The semi-private information is disclosed in the same sit-
uation, when the possible collaborator proposes a service
(as a reaction to a coordinator call for collaboration) that
will not be accepted by the coordinator. In such a case, the
coordinator finds out about the services the suggested col-
laborator can provide. Both the above mentioned cases are
classified as unintentional knowledge disclosures (see Sec-
tion 2.4). The intentional knowledge disclosure happens
in the registration phase within a single alliance and repre-
sents the amount of information that has become shared
within the alliance.

As expected, the biggest disclosure of intents appears in
the case of 20 alliances, as there is the highest CNP-based
communication traffic among the alliances (see Fig. 8).
There is no weak disclosure once the agents are utterly
independent (20 alliances). On the other hand, there is no
strong semi-private information disclosure in one alliance
while the independent agents are starting to loose their
semi-private information in the strong sense. It makes no
implication to put together the strong and weak knowledge
disclosures because of their different nature.

An interesting fact is that neither of the two extreme
cases is the best for concealing the agents’ private and
semi-private knowledge. With one alliance, the semi-pri-
vate knowledge becomes public while with no alliance each
contract net protocol will reveal information about the
contractors’ intentions. It is rather difficult to find a good
compromise in a number of alliances. What matters, is
the probability that a request will not be fulfilled within
one alliance and the coalition leader will have to subcon-
tract other agents. The amount and structures of alliances
in our domain emerge naturally according to the agents’
private knowledge and other collaboration restrictions.
Therefore it makes no sense to suggest an optimal number
of alliances for a given community (see Figs. 9 and 10).



Fig. 9. The relation between private information disclosure and number
of alliances.

Fig. 10. The graph illustrating disclosure of the semi-private knowledge.
The light bar depicts the weak and the dark bar strong knowledge
disclosure.

M. Pěchouček et al. / Knowledge-Based Systems 19 (2006) 259–271 269
7. Relation to coalition planning research

In order to position the research contribution well, let us
comment on relation between the CPlanT coalition plan-
ning strategy and other coalition planning research
achievements. It has been shown that finding the optimal
coalition is an NP complete problem [14]. Researchers
mainly suggest different negotiation strategies and analyze
complexities of the coalition formation process [16]. When
a subject of optimization is the quality of the formed coa-
lition, the agents usually act collaboratively. There have
been published many of centralized planning mechanisms
for coalition formation [15]. On the other hand, the self-in-

terested agents maximize their own profit when participat-
ing in a coalition, no matter how well they will perform as a
group. Many researchers analyzed properties of communi-
ties of self-interested agents such as their stability, worst-
case profit, or payoff division among the agents [6]. The
domain we have investigated is partially of cooperative
and self-interested type at the same time. The humanitarian
aid providing agents tend to cooperate in the time of a cri-
sis while they are self-interested and compete each other in
a long-term horizon. Therefore, there was suggested a con-
cept of alliances – collectives of agents that agreed to col-
laborate (to potentially form a coalition).
More importantly, the profit is very often the key opti-
mization criterion when the agents optimize a coalition for-
mation process (either collaboratively or competing each
other). Besides the quality of the coalition, in the OOTW
domain there are two (may be more important) aspects
to be taken into account. As forming an optimal coalition
is a very complex problem, the response time becomes an
important issue. Agents are limited in resources and a rea-
sonably good answer, that is quickly provided, is very often
much better than an optimal coalition found later [18,14].
Practitioners would add that implementing a multi-agent
system with a large number of agents, that are supposed
to interact heavily, results in a communication traffic over-

load [3]. In our research we have tried to decompose the
reasoning process and distribute it among the agents.
While keeping the agents’ deliberation process simple, we
have concentrated our efforts on minimizing the communi-
cation interaction among the agents in order to suggest
community structuring in a reasonable time. As the OOTW
agents are also self-interested in certain way, they want to
stay hidden in front of someone and advertise its collabo-
rative capabilities to others. This is why we have to respect
also the amount of private information to be disclosed.
Therefore, we have also studied leaks of private informa-
tion while forming the coalitions.

Research of the teamwork in a similar domain (evacua-
tion scenarios) was reported in [19]. It was suggested to
integrate the already existing software applications in the
TEAMCORE wrapper agents. Unlike our acquaintance
model that contains just social knowledge, the TEAM-
CORE wrapper agents also maintain domain specific team
plans and the hierarchy of goals. Teams of agents share a
team-oriented program, which is a joint knowledge struc-
ture that coordinates their activities. In CPlanT, there is
no explicit team action plan distributed in agents’ acquain-
tance models. The structure of the coalitions and the team
action plan is a result of the inter-agent negotiation pro-
cess. However, combination of both approaches where
the agents’ behavior is coordinated by a team action plan
that results from the agents’ negotiation seems to be an
interesting topic for further research.

Investigators approaching the problem from the game-
theoretic point of view solve the problem of a higher com-
plexity. Whereas in our case, there is a hierarchy structure
for each task that is sent to the community and each task is
coordinated by a single agent (the coordinator), in [5] all
agents are equal. The agents autonomously analyze their
own value. Through negotiations, they try to find out
which coalition is the most profitable for them to join. This
problem is inherently more complex and causes communi-
cation problems in complex communities. There will be
several stages of negotiations needed as in many cases opti-
mality of cooperation between two agents may not be reci-
procal. In our case, we did not need to solve such a
complex problem. On the other hand, in CPlanT we must
optimize not only which coalition to join but also which
services to provide to the coalition (e.g., team action plan-
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ning). One may suggest that the game-theoretic approach
could be used in the alliance formation phase of our algo-
rithm (see Section 5.2). However, the agents join the system
continuously, which makes it rather difficult to maintain
the overall optimality of the distribution of alliances.

Besides the contract-net-protocol, there are other nego-
tiation strategies based on classical auctioning mechanisms.
While in combinatorial actions, the motivation of an agent
is usually to make the biggest profit (or to contribute to a
coalition in the best way), in our case, all the auctioneers
and the bidding agents collaborate. The bidding agent tries
to provide the auctioneer with such a bid that approxi-
mates in the best way the resources it can provide, and will
help it to suggest the best possible resource allocation. In
CPlanT, the agents also do not speculate about whom to
work with. As we optimize the private information loss,
collaboration within one alliance is always preferred. There
is a potential of using the optimization for multiple auc-
tioning mechanisms for the team action planning within
several overlapping coalitions [1].

8. Conclusions

The research described in this paper contributes to the
coalition formation community by suggesting an alterna-
tive, knowledge based approach to the problem. Our
research has been driven by the very specific domain of
the OOTW. Apart from the classical contract net protocol
techniques, we have used the communication strategy
based on combination of three techniques: the centralized
registration, the acquaintance models, and the contract
net protocol negotiations.

The agents in the community are organized into smaller,
disjunctive groups called alliances. Each agent in the alli-
ance is able to start the negotiation process to form a coa-
lition and to develop a team action plan for a specific task
either within the alliance or in collaboration with other alli-
ances. Inside-alliance negotiations explore mainly the
social knowledge stored in the acquaintance models, but
the CNP technique is used as well (especially in the phase
of the team action planning). The inter-alliance negotia-
tions are based just on the CNP principles.

The general complexity of negotiations when forming a
coalition in a MAS is of an exponentially explosive nature
[4]. It has been shown that finding and optimal coalition is
an NP complete problem when no specific constraints are
imposed. In our case, the negotiation complexity of the
coalition formation problem has been significantly reduced
because:

• agents are organized into several disjunctive sets (alli-
ances) and the most of coalitions are created just inside
an alliance (reduced space of negotiations),

• the coalition leader within an alliance is set randomly
(each coalition member has got the same coordination
capacity and can manage the negotiation process), they
do not compete for the role,
• within an alliance, the negotiation process explores the
acquaintance models (social knowledge) in combination
with the CNP technique and the pure CNP negotiations
are used just in the case of the inter-alliance
negotiations.

While the contract net protocol runs rather inefficiently, it
keeps the agents from different alliances independent (they
do not have to disclose their semi-private knowledge across
alliances). This is why, the acquaintance-model based plan-
ning has been used exclusively within the alliances.

In our approach, we have not prioritized the require-
ment for the global coalition optimality, as this is not the
main challenge in the OOTW planning. The main issue
has been to develop an acceptable plan without forcing
the agencies (agents) to make their private knowledge
(namely intents and resources) public. This quite specific
OOTW requirement enabled to reduce the complexity of
the negotiation problem significantly. It has been measured
that optimality of the coalition value slightly increases with
the number of alliances (the role of the acquaintance model
is getting smaller), while the problem complexity with a
smaller number of socially knowledgeable alliances is sig-
nificantly reduced.
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